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Extended Abstract

1 Introduction

Predictive maintenance is a smart service that uses predictive tools to determine when
to initiate maintenance actions (Carvalho et al. 2019). This work particularly addresses
the choice of methods to leverage the benefits of predictive maintenance. Carvalho et al.
(2019) and Theissler et al. (2021) recently published literature reviews summarizing
commonly applied methods for this domain. Based on these reviews, the most part of
extant literature uses supervised learning, while unsupervised learning is used much less
often.

In contrast, recent work has highlighted the benefits of using unsupervised learn-
ing in predictive maintenance. Brandt et al. (2016) argue that appropriately deployed
unsupervised learning could excel in processing vast amounts of sensor data and have
benefits in processing data streams. Zschech, Heinrich, Bink & Neufeld (2019) argue
that missing or incomplete labels are a typical characteristic of predictive maintenance
in real operations, resulting in more demand for unsupervised solutions. Unsupervised
learning could potentially also detect infrequent or newly developing patterns (Zipfel
et al. 2023).

Based on these results, further research is required to guide the choice between
supervised learning and unsupervised learning or combinations of the two. In addition,
unsupervised learning does not directly identify failures, but indirectly identifies them via
detecting anomalies. While presumably being a small difference, unsupervised models
in predictive maintenance need to be designed to identify anomalies that are informative
of failures. Identifying more meaningful anomalies could enhance the performance
of unsupervised learning in predictive maintenance. The study hence investigates two
different research questions:
RQ1: How strong is the performance of unsupervised learning compared to supervised
learning in predictive maintenance?
RQ2: How to design unsupervised learning methods that determine meaningful anoma-
lies in predictive maintenance?



2 Conceptual Background: Predictive Maintenance

Maintenance is an important service, enabling companies to remain productive and
competitive, and in particular to ensure the functionality and safety of manufacturing
(Sang et al. 2020, Zschech, Bernien & Heinrich 2019, Zschech, Heinrich, Bink &
Neufeld 2019). The use of connected devices, sensors, and the Internet of Things (IoT),
generates vast amounts of data on operating conditions in manufacturing (Gerloff &
Cleophas 2017, Zonta et al. 2020, Zschech, Heinrich, Bink & Neufeld 2019, Flath &
Stein 2018). Advances in data analytics enable firms to collect and analyze this data and
improve maintenance decisions (Sang et al. 2020, Zschech, Heinrich, Bink & Neufeld
2019). Predictive maintenance in this way replaces reactive approaches to maintenance
(maintenance in the case of failures) or preventive approaches to maintenance (in regular
time intervals), with a proactive approach (Mcloughlin et al. 2022). Benefits of predictive
maintenance consist of reduced costs (Ayvaz & Alpay 2021, Kraus & Feuerriegel 2019),
but also work place safety and product quality (He et al. 2017, Carnero 2005, Theissler
et al. 2021). Given a prolonged lifetime of production resources, it also has implications
for sustainability (Ayvaz & Alpay 2021, Kraus & Feuerriegel 2019). A greater reliability
can further strengthen customer relationships (Namuduri et al. 2020).

3 Data and Preliminary Results

The data sets for the study were collected by screening the extant literature for publicly
available predictive maintenance data. This data particularly consist of the NASA Tur-
bofan Jet Engine Data Set (Kraus & Feuerriegel 2019, Aydin & Guldamlasioglu 2017,
Mathew et al. 2017), the NASA Bearing Data (Hong & Zhou 2012), the Hard Drive
Failure Data (Byttner et al. 2011), the Autonomous Vehicle Data (Fang et al. 2020), the
Safety Pilot Model Deployment Data (Van Wyk et al. 2019), and the Li-Ion Battery Data
(Rezvani et al. 2011).

Preliminary results of this extended abstract are further based on the Microsoft Azure
Predictive Maintenance data set. The data set contains information on machines with
several sensors, maintenance activities, and failures. Based on Carvalho et al. (2019) and
Theissler et al. (2021), typical supervised and unsupervised machine learning methods
in predictive maintenance were used: logistic regression, random forest, artificial neural
network, k-means clustering, and autoencoders. The example further uses an isolation
forest that performs favorably in many anomaly detection tasks (Liu et al. 2008). Model
performance is evaluated using AUC, Precision, Recall, and F1 metrics on a 70:30 train
and test split.

Preliminary results indicate that the methods of supervised learning generally per-
form slightly stronger compared to the methods of unsupervised learning. Within the
supervised methods, the random forest performs particularly strong. A similar picture
emerges within the unsupervised learning methods, among which the isolation forest has
a particularly strong performance.

The second research question addresses designing unsupervised learning methods
that detect anomalies that are particularly informative of failures. This will mainly include
using explainable AI methods such as SHAP, but also a more conceptual discussion of



what anomalies could appear. In a broader sense, the paper aims to develop a taxonomy
of relevant anomalies unsupervised learning methods should address that could be used
for model development.

4 Conclusion and Outlook

This work studies the performance of unsupervised and supervised learning methods for
anomaly detection in predictive maintenance. While supervised learning has been studied
regularly in this domain, unsupervised learning is studied less extensively (Carvalho
et al. 2019, Theissler et al. 2021). Yet, recent work has emphasized the importance of
unsupervised methods in predictive maintenance (Brandt et al. 2016, Zschech, Heinrich,
Bink & Neufeld 2019, Zipfel et al. 2023). The paper investigates the questions how the
performance of unsupervised learning compares to supervised learning and how to design
unsupervised learning methods to identify informative anomalies. Based on preliminary
results, there is a somewhat stronger performance of supervised learning methods. The
work collected extensive data to further investigate the comparative performance. Among
the unsupervised methods, the isolation forest has a particularly strong performance.
The full paper will then use explainable artificial intelligence to determine how methods
identify failures in advance and develop a taxonomy of anomalies that are useful in this
regard.
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